
5. BN: Gradients and Insights
Using a fully-connected layer as illustration (below, left), we use the 
gradients given in the original BN paper to derive the gradient of the 
loss with respect to the input ⁄𝜕ℒ 𝜕𝑥! (below, right)

Insights
• No effects introduced by 𝜸 < 𝟏 for the first backward pass
• Negligible effects for remainder of training
• More insights shown in the paper
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2. BN: Forward Formulation

8. Results

Two per-channel operations
• Head: Normalizes data
• Tail: Learnable affine transformation

Constrains intermediate features, 
enabling smoother and faster 
optimization, and stochasticity of batch 
statistics can benefit generalization

• Compute mean ( 𝝁 ) and variance ( 𝝈𝟐 ) across batch dimension
• Use computed statistics to normalize the data ( 𝝁 = 𝟎, 𝝈𝟐= 𝟏 )
• Apply an affine transformation to the normalized data using 

learnable parameters: scale ( 𝜸 ) and shift ( 𝜷 )

Learnable BN parameters are initialized 
to 𝜸 = 1 and  𝜷 = 0 (identity function)

We observed that the final learned 
parameter values tend to remain close to 
their initialization

Furthermore, we observed that the BN 
normalization head can yield overly large 
values ( ±𝟔𝝈 ) for the proceeding layer, 
which can be undesirable for training

Initialize 𝜸 to a value in (𝟎, 𝟏]
• Directly addresses overly large values after normalization by 

immediately scaling down the data (with no additional parameters)
• Enables BN shift parameter 𝜷 to have a broader reach on scaled data 

before the proceeding activation function (in many cases ReLU)

Reduce the learning rate 𝜶 on 𝜸
• Divide learning rate on 𝜸 by constant 𝒄 ( 𝛼# = ⁄𝛼 𝑐 )
• Allows for fine-grained search near initialization value
• Leave 𝜷 with original learning rate, enabling it to have a broader and 

now more stable search of the normalized and scaled data

7. Statistical Significance
Different RNG seeds can cause variations in final score (accuracy)

For each experiment, we conduct 15 runs with different seeds, 
aggregate the results of each run (to report a mean and standard 
deviation), and compare to a baseline (or related approach) using a 
one-sided paired t-test (using a p-value of 0.05)

• Significant improvements across 
multiple initial values of 𝜸 and 
learning rates for CIFAR-10 (T1.a), 
as well as CIFAR-100, CUB-200,   
and Stanford Cars (T2.b)

• Even greater gains with deeper 
network architectures (T2.a)

• Outperforms other existing related 
approaches which require additional 
parameters and computations (T2.b)

6. Training Details
BN scale initialization: 𝜸 ∈ { 0.01, 0.05, 0.1, 0.25, 0.5, 0.75, 1.0 }
• Examine subset of values after initial CIFAR-10 experiments

BN scale learning rate reduction factor: 𝒄 = 100
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Table 2.b
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